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KL-Divergence Measure

 Kullback-Leibler (KL)-Divergence measure is a LM-based IR
method

P(wlq)
KL(ql|d,) = ervamnog P(V‘fl;’j) x —ervamnogmwm,-)

— A query is treated as a probabilistic model rather than simply
an observation

— KL-divergence supports us to achieve a better result by
considering both query and document models



About Final Project

o Please submit your member list today!

— 2~4 team members

— Choose a paper

Date | Syllabus Homework

9/18 | Course Overview

925 Break for Rocling2020

10/2 | Holiday for Moon Festival

10/9 | Holiday for National Day

10/16 | Classic Models Homework-1(deadline: 10/29 23:59)
10/23 | Extended Probabilistic Models Homework-2 (deadline: 11/5 23:59)
10/30 | Ewvaluation & Benchmark Collections Homework-3 (deadline: 11/12 23:59)
11/6 Latent Semantic Analysis

11/13 | Statistical Topic Models Homework-4 (deadline: 11/26 23:59)
11/20 | Search Results Diversification

11/27 | Pseudo-Relevance Feedback & Query Models Homework-3 (deadline: 12/10 23:59)
12/4 Talk Submit Your Member List!

12/11 | Representation Learning for Information Retrieval

12/18 | Supervised Retrieval Models & Information Retrieval in Practice | Homework-6 (deadline: 12/31 23:59) & Submit Your Paper Title!
12/25 | Break for Your Final Project

1/1 Holiday for Founding Anniversary

/8 Presentation-1

1/15

Presentation-2




Hand in Retroactively

« Homework 1~4 can be handed in retroactively

— You can get 4 points if you can outperform “baseline”

« Show a picture to prove the result
— Source codes and report should be uploaded
— The HARD deadline is 1/11

« Please follow our rules
— Don’t cheat yourself, your friends, and me!
— Don’t create multiple accounts!

— Implement the model or measurement by YOUSELF!



Questions?

kychen@mail.ntust.edu.tw
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